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The emergence of vocabulary previously reserved for military conflicts within the field of communication 
highlights how information has become a key issue in current confrontations. The increasing importance 
of information in these conflicts has been made possible by recent transformations in adoption, 
production, and dissemination practices driven by digital tools and social networks. 
Democracies, where information and opinions are free, are destabilized by campaigns spreading false 
information or deliberate misinformation orchestrated by authoritarian regimes, for which 
disinformation is part of a strategy targeting adversaries. 
We propose to acknowledge this ongoing information warfare and, after conducting an inventory of 
media literacy and awareness programs, to assess the level of protection or resistance capabilities among 
the audiences targeted by these disinformation campaigns. To model what is happening at different 
scales—strategy, moderation, influence, reception, and sharing—a parallel will be drawn with air defense 
systems intended to protect populations from asymmetrical saturation attacks. 
Beyond this comparison, the cognitive mechanisms employed by individuals when confronted with new 
information on social networks will be described. Similarly, influence and propagation models on social 
networks will be compared to identify leverage points within individuals that could be acted upon. 
Various frameworks, analysis models, and particularly the DISARM framework will be examined to 
determine how they could drive the development of new tools for raising awareness and protecting social 
network users of all ages. The potential for creating engaging scenarios or serious games for adults based 
on the DISARM framework will also be discussed. 
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1. Disinformation, manipulation of information, fake news, false truths, 
principles and definitions 

In the Dictionnaire de la désinformation published in 2011 [1] , disinformation is defined 
as a covert action of a hostile nature aimed at causing the impotence or weakening of the 
opponent by scrambling their information (manipulation of information, manipulation of 
truth, false truths, or fake news) and disorienting their decision-making abilities. The result 
is an increase in the user’s power relative to the decrease in the opponent's ability to act.  

From the perspective of information theory, disinformation could then be seen as a 
mechanism for introducing and developing entropy, in other words, increasing chaos. It 
could be compared not to those computer viruses that gradually destroy data, but to those 
that imperceptibly alter initial data to create a decoy. The attack through disinformation 
consists in distorting the understanding of a situation. 
 

This parallel with computer viruses highlights how the approach to combating 
information manipulation in the digital world initially focused on technical cybersecurity 
issues, particularly by seeking automated weak signals detection and response strategies. 

 
As illustrated in France by the existence of a working group on combating information 

manipulation within the Pôle d’Excellence Cyber, the fight against disinformation is 
considered part of the broader "cyber" domain, which is shorthand for "cybersecurity". 

In cybersecurity, the individual, or the information system user, is essential since they 
represent a critical entry point with high-risk potential for malicious actions. As such, many 
national or international regulations (GDPR [2], NIS [3], ISO 27001 [4], among others) 
mandate awareness initiatives for information system users. The goal is for them to adopt 
best practices and enhance the security of digital systems through appropriate behavior and 
a "resistant" attitude towards attacks, as described, for example, in the MITRE ATT&CK 
framework [5]. Frameworks are models for representing and analyzing disinformation or 
cybersecurity operations. We will later discuss, in more detail, the DISARM framework (for 
Disinformation Analysis and Risk Management - an open-source project by the DISARM 
Foundation) and the emerging DIMA framework (for Detect, Identify, Memorize, and Act - a 
project by the M82 association). 
 

Here, we see the emergence of a duality in vocabulary between the military and security 
fields. Cybersecurity faces adversaries such as criminals in various forms, potentially state-
sponsored, but still falling under common law. In the case of disinformation, defense issues 
are military in nature, as these destabilization operations contribute to a form of hybrid 
warfare. The informational aspect creates conditions for a possible victory without fighting 
on the real geopolitical battlefield, after weakening the adversary’s convictions [6]. 
 

Regarding the fight against disinformation, the individual is a key entry point that must 
be addressed. However, it is the aggregation of individual behaviors that are receptive to 
disinformation that lays the groundwork for destabilization or the emergence of opinions 
that foster a form of chaos, creating a broader phenomenon that acts on and through the 



masses [7]. What, then, is the state of global awareness and the mindset regarding 
informational defence [8] that Colon advocates for [9], or that Riant envisions by aiming to 
create or strengthen the conditions for a public resistance against information falling from 
the sky like propaganda leaflets in a besieged city [10]? 

2.  Are we at war? Are citizens enough protected? 

Heard by the French Senate inquiry committee on foreign influences, the French Minister 
of Europe denounced a “brutalization of international relations” and warned that 
“disinformation has become a real weapon of war” [11]. 
The same inquiry committee stated in its report, released in July 2024, that we have entered 
a “neo-Cold War” [12]. 

Many authors discuss arming institutions or citizens. Some suggest that we should “arm 
ourselves for cognitive warfare” [13]. Others urge us to “arm everyone in the information 
war” and describe an emergency situation in a French parliamentary report by the cultural 
committee [14]. 

NATO, an organization at the heart of military issues, defines information warfare as 
“operations aimed at gaining an informational advantage over an adversary” [15] and is 
actively engaged in the fight against disinformation [16].  

It would be too lengthy to list all the positions that use the terms war or armament in 
relation to the concepts of disinformation, information manipulation, or foreign 
interference, whether in institutional statements or in academic works.  

 
We will assume that we are at war for the remainder of our analysis. However, it should 

be noted that the triggering factors necessary for every citizen to be mobilized (existential 
fear for their country, their democratic model, their freedoms) are not fully grasped by 
everyone. How can we accelerate this awareness using appropriate tools or processes so 
that each person becomes more vigilant or concerned about their own behavior? 

What measures currently exist in France to protect individuals from this threat? Based 
on internet research using keywords like "fight against disinformation," "media education," 
and "awareness-raising," and by focusing only on organizations offering practical content 
coupled with workshops, we summarize in Table 1 the organizations that we have identified 
as providing content or awareness activities related to disinformation, media education, or 
media literacy. Media literacy is defined by the European Commission as “the ability to 
access media, critically understand and evaluate different aspects of media and its content, 
and create communications in various contexts” [17]. Beyond the French initiatives 
catalogued, the fight against disinformation and media literacy is a global issue engaging 
numerous organizations and initiatives internationally. For example, the EUvsDisinfo 
project serves as a European equivalent to VIGINUM [18], similar to the DFRLab across the 
Atlantic [19]. On the national level, Finland is a leading example that many European 
countries, including France, should emulate. Media and information literacy has been 
carried out by The Finnish Newspaper Association for 50 years [20]. Initiatives led by the 
Finnish National Audiovisual Institute, such as ‘Media Literacy Week,’ aim to strengthen 
Finnish society's resilience against informational threats, mainly from Russia [21]. 



It should be noted that in France, the prevention or awareness of disinformation is 
primarily viewed through the lens of media education, under the responsibility of the 
Ministry of National Education, with significant geographic disparities in effective 
implementation, as indicated in the Ministry of National Education’s report published in 
2023 [14]. 

 
 
Table 1: Awareness-Raising Measures for Disinformation and Media Education in France (*low depth, **medium 
depth, ***high depth)3 

 
The risks of opinion manipulation do not, at first glance, hold significant interest for the 

private or commercial sector (although the risk of political instability is highlighted by the 
World Economic Forum [22]). As a result, addressing disinformation is left to public or non-

 

3 - CLEMI : Diverse offerings reaching a wide audience. Content is frequently updated. National scope. 
- Fake Off : Broad target audience (both school and non-school environments). Numerous workshops organized. Ready-to-
use educational kits. 
- InfoHunter : Limited offerings. Few online educational resources, which are not updated. 
- Ancrages : Recent awareness initiative (March 2024). Few resources related to media and information literacy. 
- Tuba : Focused on a single disinformation issue. Few resources related to media and information literacy. 
- Be my media : Many workshops organized around media and information literacy. Large quantity of educational content. 
Varied target audience. Content not frequently updated. 
- Entre les lignes : Varied awareness services (with training for supervisory staff). Regularly updated content. No educational 
resources. 
- Et Baam ! : Limited and varied offerings, sporadically updated content. 
- Savoir Devenir : No awareness workshops. Numerous educational resources but infrequently updated. National scope. 
Training for supervisory staff. 

 



profit actors. The limited funding relative to the scale of the issue partly explains the 
inadequate response compared to the ongoing and intense nature of the threat. The lack of 
national coordination is also noted, as highlighted by the French Senate commission on 
foreign interference in its 2024 report [12]). 

 
The limited availability of measures, their weak deployment across the population, and 

especially their positioning far from a sense of urgency and mobilization in situations of 
conflict or aggression, should be considered in light of the fact that disinformation is 
considered the top threat to the global economy over the next two years [22]. The reasons 
given include the upcoming large number of democratic elections, as well as a distortion of 
reality likely to polarize public debate, something France has experienced since the 2017 
elections and through the various crises the country has faced over the past 10 years 
(Macron Leaks, Yellow Vests, COVID-19 and anti-vaccine, Mali, New Caledonia, European 
and legislative elections…). Let us recall that, according to Ellul, “Propaganda – an action 
aimed at shaping the perception of the world to steer collective action in favor of the 
propagandist’s objective – is the means to gain and maintain power” [7]. Meanwhile, as early 
as 1928, Bernays asserted that “Propaganda – the conscious and intelligent effort to 
influence the opinions and actions of the masses – is the executive arm of the invisible 
government” [23]. 

 
The world's top threat and the weakness of individual protection measures - paradox 

often observed in pandemic contexts where public responses are slow to be implemented 
at a meaningful and relevant scale. 
To identify new avenues for individual-level efforts in combating disinformation, we first 
propose to take stock of what occurs at the individual level when a person is exposed to 
disinformation operations without necessarily being aware of it, while also potentially 
becoming a vector for its spread. 

3. Levels of scale and types of actions or reactions 

To identify new levers for individual-level countermeasures, we first propose to assess 
what is happening at the individual level when confronted with disinformation operations, 
often without being fully aware of it, while potentially serving as a vector for its spread.  

 



 
Figure 1 - Modelling of a Saturating and Coordinated Information Attack Based on the Principle of an Anti-
Aircraft Assault and an Iron Dome-Type Protection System 
 
We distinguish four levels of scale, ranging from the most global to the most individual. 

We begin with the strategy of global actors (states, terrorist groups, hacktivists…), followed 
by systemic defense mechanisms (platform moderation as early as possible in the 
distribution chain, removal after detection or reporting of potentially illegal or harmful 
content). Next, we integrate a level focused on influence (which can be analyzed from the 
perspective of opinion leaders' strategies, whether mercantile or related to personal 
branding). Finally, we direct our analysis to the individual level, where people adopt 
behaviors and propagation mechanisms based on individual sensitivities or protective 
behaviors (critical thinking) or dissemination behaviors (propagation mechanisms [24]). 
According to Boullier, this level is where “the individual is traversed by diverse and varied 
propagations that will inhabit and shape them”. 
 

To illustrate the difficulty or lack of willingness of platforms to moderate their content, 
Chavalarias points out that Facebook only moderates 20% of the political ads it broadcasts 
on its network [25]. In the same vein, according to Brussels, Facebook and Instagram are 
experiencing a "proliferation of ads that pose a risk" of political manipulation – or that serve 
as vectors for financial scams [26]. The X network is also criticized when Elon Musk is 
reminded of his responsibility to moderate not only his platform but also his own 
statements [27].  

According to the Digital Services Act [28], platforms have moderation duties, especially 
after content is reported. However, it should be noted that they are not held to strict 
outcome obligations and often struggle to meet their procedural obligations. 

"Total moderation," seen as an effective defense against saturating attacks, is difficult to 
achieve. To draw a parallel with the Iron Dome, 75% to 96% [29] of enemy rockets are 
intercepted, so the system is not foolproof. The lack of total protection at a distance justifies 
the availability of numerous public or private shelters [30] and the strong culture of 



individual protection ingrained in the population [31]. This is what needs to be 
implemented in the digital world. 
 

Closer to individuals, social media users tend to consume content within an echo 
chamber, which can be defined as an environment where an individual's opinion, political 
tendency, or belief on a certain subject is reinforced by repeated interactions with peers 
who share similar views [32]. These echo chambers can be further intensified by filter 
bubbles driven by content distribution algorithms. Influencers, formerly known as opinion 
leaders before the rise of social media, are the vectors for introducing new information 
within these echo chambers. 
 

A social media user can be defined as an influencer when they have the ability to convince 
someone to change their opinion, attitude, or behavior [33]. Based on their activity on social 
media, it is possible to identify three types of influencers: [34] 

• The opinion leader, whose influence is carried by the content they produce, can 
generate significant income if they maintain their influence. 

• The informational influencer uses their position within social networks to share 
existing information from traditional media or journalists. 

• The activist stands out through high levels of activity, aiming to promote a specific 
political opinion.  

At the individual level, both cognitive and perception mechanisms, as well as more 
collective dynamics of propagation and virality, come into play. We detail these in the 
following paragraphs. 

4. The mechanisms triggered by the individual when facing authentic or 
inauthentic information 

There is a before and after in the integration of information by the individual: the 
awareness of the difference that the information makes for them. 

As Laborde [35] describes, one can "influence with integrity", but influencing is not the 
same as manipulating, since manipulation is not the practice of honest people, even though 
it is important for them to be aware of techniques that can be used to guide behavior [36]. 
Therefore, a duality can be identified between influence and manipulation, shifting 
depending on the level of integrity that can be measured in the communicator. This integrity 
could be defined by assessing whether the communicator uses their power "for" serving the 
receiver’s interests, teaching them something, helping them better grasp objective truth, or 
whether they use their power "over" the receiver by guiding their behaviors according to 
their own interests. Power for or power over—this is a proposed evaluative distinction to 
judge the toxic nature of a system. 

Similarly, if the difference created by the transmission of information aims to benefit the 
receiver, we can speak of an information process. However, if the goal is to take control over 
the receiver by altering their free will or using them against their own interests for a 



purpose beyond their understanding, we then speak of disinformation. Power for or power 
over, influence or manipulation. 
 

What mechanisms influence the perception of information and, consequently, the 
behaviours they generate? 

First, individuals tend to seek out and remember information that confirms their pre-
existing beliefs (confirmation bias) [37]. This tendency is amplified when inauthentic 
content is sensationalist and emotionally charged. Truthful information, on the other hand, 
is less memorable because it seems "bland" compared to the avalanche of false but highly 
impactful content [38].   

Added to this is the influence of social pressure: people often share information because 
others have shared it before them, thereby reinforcing its perceived truthfulness through 
mere repetition [39]. This phenomenon, characteristic of social networks, is part of the 
illusory truth effect, where the familiarity of information, even if false, increases its 
credibility. This mechanism is even more powerful because individuals do not always 
realize that they have already been exposed to this information [40].  

In relation to the Online Misinformation Engagement Framework [41], the DIMA model 
proposed by Boyer [13] and the M82 association is useful in understanding the various 
biases individuals face when interacting with information and the expected actions upon 
encountering this information. Inspired by the MITRE ATT&CK and DISARM matrices, it 
breaks down the interaction process into four successive phases. When an individual is 
exposed to information, a set of cognitive mechanisms determines how this information will 
be perceived, processed, memorized, and potentially translated into action: 

• Detect: The brain’s selection process, when faced with a continuous flow of 
information, is influenced by biases such as the contrast effect or confirmation bias. 
These mechanisms favor content that stands out from the flow or confirms our pre-
existing beliefs.  

• Inform: After selection, the brain assigns meaning to the captured information. 
There is no passivity in this process; the individual reinterprets the information 
according to specific mental patterns like the anchoring bias (the first piece of 
information received serves as a reference point). 

• Memorize: The information is then integrated into the individual's mental 
representations. The same content can be memorized differently depending on the 
narrative and emotional context in which it is introduced. Thus, confirmation bias 
reinforces information that aligns with pre-existing beliefs.  

• Act: This phase involves transforming information into action. The action bias 
promotes the idea that acting is preferable to inaction, while the availability bias 
gives more weight to striking examples. As a result, the individual is driven to act 
based on a distorted perception of the urgency of a situation.  

The neurobiological process underlying the use of social networks must also be 
considered. On these platforms, every like, comment, or notification trigger dopamine 
production. By activating this reward system, individuals are driven to seek more 



interactions. This dependence on social validation alters how information is perceived and 
processed. In the pursuit of social approval, individuals gradually lose their critical thinking 
ability and adopt beliefs, even if they are false [42].  
 

It is important to note that the DIMA framework provides an analytical framework for 
understanding how individuals interact with information. The final point in this analytical 
grid addresses action, a conative dimension that encourages reflection at a higher level of 
scale, focusing on the propagation or virality at play within the collective. 

5. Social Networks: Different Models of Information Propagation 

The conative dimension of a message (even if implicit) or a communication strategy 
seeks to influence the behavior or actions of the recipient, acting as an encouragement or 
prompt to adopt a certain behavior. We have seen that the logic of reinforcing one's social 
standing within a group or reward mechanisms creates the conditions for sharing and 
virality. These are the conditions that lead to the emergence of propagation mechanisms. 
 

Numerous theoretical models for information propagation on social networks have been 
proposed. Notably, we can distinguish: 

• Epidemic Models inspired by the spread of diseases, categorizing individuals as 
"infected," "susceptible," or "immune" (SI, SIS, SIR models). 

• Social Influence Models that highlight the key role of "opinion leaders" or 
"influential nodes" in the diffusion of information [43]. 

• The Wildfire Spread Model inspired by the propagation of forest fires [44].  
 

 

Table 2: Summary of parameters for propagation models on social networks 
 

These different models highlight the central role of the individual in the propagation of 
information on social networks. The individual functions as a node, and their interactions 
with others are the connections that spread information. It is disseminated through 
dynamics of individual influence. Thus, an active user who frequently interacts with their 
network plays a key role in either amplifying or hindering the spread of information [43]. 



6. Discussion. Awareness levers and pedagogy of resistance, 
opportunities offered by the Disarm framework  

For an overview of disinformation operation models (referred to as frameworks in 
English), Cánovas López de Molina and al. identifies in their state-of-the-art review eight 
types of models or analytical principles, testing five of them on a real operation in Mali to 
identify the specificities and commonalities of these different models (DISARM, ABCDE, 
ALERT, BEND, SCOCTH) [45]. It should be noted that the DIMA model had not yet been 
published at the time of this article's release and therefore could not be included in the 
analysis. 

 
Unlike Cánovas López de Molina and al. [45], the aim of our work is not to compare the 

models, but rather to highlight that these cross-sectional analysis tools for disinformation 
operations offer several advantages, making them effective tools for awareness and 
prevention efforts: 

• They offer a comprehensive, temporal, and detailed view of an operation, helping to 
raise awareness of all the steps, particularly those preceding the dissemination of 
information, that are implemented to influence individuals and public opinion. 

• These models, especially DISARM, provide a taxonomy that facilitates the 
understanding of tactics, techniques, or procedures by producing a shared taxonomy 
that is easily translatable and, most importantly, comprehensible to non-experts, as 
tested and validated by NATO and the Hybrid CoE [46]. 

• The modeling provides a synthetic and shared representation that can serve as a 
foundation for analysis, as well as for the creation of fictional scenarios used in 
training or awareness programs. 

Let’s focus on this last point to better understand how these frameworks offer numerous 
opportunities to create new tools for raising awareness and building resilience among 
social media users.  
 

First of all, it should be noted that simple media education within the school context is 
not enough. Firstly, because it is not equally distributed and implemented across our 
territory, and secondly, because it takes place within the school environment, which has 
little influence compared to the time students spend on platforms. In 2023, in France, 
according to Diplomeo [47] : 

• 18% of 16–25-year-olds report spending more than 5 hours per day on social media 
(+6 points compared to last year) 

• 45% spend between 3 and 5 hours per day 
• 28% spend between 1 and 2 hours per day 
• 9% spend less than 1 hour per day  
 



On the other hand, "youth is less a status than it is a set of challenges that force 
individuals to build their own experience" [48]. Therefore, we must consider broader 
initiatives that can take place in digital environments, allowing for unique and truly 
formative experiences through discovery and experimentation.  

 
The DISARM framework offers several advantages for enabling designers to develop new 

awareness concepts for the public: 

• Its comprehensive and temporal approach (from the oldest to the most recent, from 
left to right) allows for in-depth work on a "narrative arc," similar to how series 
writers create coherence across multiple episodes. 

• Its taxonomy facilitates collaboration among professionals from different fields - 
such as communicators, scriptwriters, educators, and game designers - on the same 
topic. 

• DISARM is an open model that easily accommodates the addition of new techniques, 
making it adaptable to evolving tactics observed in the field. 

• Its red matrix provides insights into everything a malicious attacker can do to design 
a sophisticated scheme, offering a comprehensive and synthesized view of the 
chronology and multimodal complexity of a disinformation operation. It allows 
users to step into the attacker’s shoes by understanding the stages of their strategy. 

• The blue matrix provides an appropriate response to various attack possibilities. For 
each attack described in the red matrix, the corresponding countermeasure is given 
by the blue matrix 

• The DISARM framework is now a reference tool used by services as an information-
sharing platform among friendly and allied actors facing these attacks.  
 

 

 

Table 3. Simplified representation of process titles and tactics in the red DISARM matrix [49] 
 



Several elements lead us to believe that adapting this framework into a game could be 
an interesting development avenue for awareness-raising tools targeted at different 
audiences - secondary school students, university students, young professionals, and 
parents: 

• Gaming is already integrated into the blue matrix under code C00011: media 
education. Games to identify false information [50].  

• As highlighted by the creator of the internationally successful game Grand Theft 
Auto, which allows players to embody a car thief, the designers initially envisioned 
a game where players were police officers. However, success came when they 
reversed the model and allowed players to take on the role of the thief: “Seeing law 
enforcement’s response intensify based on the severity of one’s crimes”. [51] 

• In the case of disinformation, designing operations from the perspective of a state or 
organization and imagining what would be necessary to create destabilization 
conditions could lead to a beneficial dissociation that raises awareness of the tactics 
targeting us in the real world. 

• Game (even a serious game for more informed audiences) or simulation can be 
adapted for all audiences across different platforms—online, on mobile devices, as 
card games, or in simulators, like C00022: table-based simulation game [50]. These 
approaches have shown superior learning outcomes and a positive user experience 
[52] [53]. 

To explore mechanisms for raising awareness, building resilience, and reducing 
individuals' susceptibility to manipulative content, it is possible to virtually position the 
individual as the attacker so that they understand the mechanics of the operations in which 
they might be the target or a transmission vector. Bad News is an example of an online game 
that puts the player in the shoes of an instigator of a disinformation operation. It has been 
described as a tool for combating disinformation by the ‘Information Manipulation’ 
commission of the IHEDN [54]. Bad News would potentially enhance individuals' resilience 
against disinformation spread on social media[55]. 

 
In the next phase, based on interviews conducted with DISARM framework users and 

game designers, it will be necessary to translate this tool into a scenario creation engine for 
awareness-raising in a playful format. Further work will focus on the methodology for 
developing this engine and identifying stakeholders to be involved in the process.  

Educational (or awareness) strategies, developed into practical tools for "all" 
individuals, while specifying them for each target audience, should be considered as an 
output: middle school students, high school students, higher education students, young 
adults, and finally, parents. Each target audience will have a differentiated version of the 
awareness program, but all will be structured based on the same red DISARM matrix. In the 
long run, it will be necessary to define the specific needs of each group and evaluate the 
proper understanding and usage of the proposed tool.  



7. Conclusion 

In response to the challenges posed by interference and disinformation, it is crucial to 
develop adapted and effective solutions. This article suggests exploring methods of 
countering disinformation at the individual level by evaluating opportunities to make 
individuals less susceptible or contagious to operations that threaten the stability of our 
societies.  

The spread of dishonest information is a long-term process involving defined processes, 
tactics, and techniques. To equip individuals against disinformation, it seems necessary to 
expose them to the strategies they face daily. In this way, disinformation could be thwarted 
before it can achieve its intended impact. Conversely, taking a purely defensive stance 
would only aim to understand the source, technique, or tactic used after the fact - in other 
words - attempting to extinguish a fire once it has already spread. 

Tools recognized in the cyber community, such as the DISARM framework, exist and 
provide a framework for designing playful programs that can be adapted to all platforms 
and audiences. In future work, we will propose ways to adapt and simplify this framework 
to make it a tool for mediation and awareness. Once this work is completed, we hope it will 
be at the heart of concrete initiatives in the fight against disinformation by fostering new 
levels of citizen responsibility and engagement.  
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